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Chapter 3

AI and Ethics: A Lawyer’s
Professional Obligations

Lucian T. Pera, John F. Weaver, and Andrew P. Sutton

I. The Use of AI as an Ethics Issue

More so than ever before, attorneys rely on technology to practice law.
Attorneys also counsel clients on the legal use of technology and represent
clients in disputes concerning technology. To competently provide counsel in
the face of accelerating technological change, attorneys are required to stay
abreast of not only how new technology works but also how it affects
lawyers’ professional obligations.

Over the last two generations, attorneys, regulators, and courts have
struggled to fit new technologies—from fax machines and computers to cell
phones and the internet—into the traditional framework of professional
obligations and regulation of lawyers. The explosive debut of ChatGPT in
November 2022 brought generative AI to the forefront of public
consciousness and began the stunningly swift incorporation of generative AI
into a wide variety of legal tools. Attorneys and their clients have been
equally swift to adopt tools that use or incorporate AI. Consequently,
attorneys are eager for guidance on their professional obligations and the
ethical use of AI tools.

As of this writing in spring 2024, guidance for lawyers is sparse. Only
one ethics opinion specifically addresses attorney use of AI-driven tools,
Florida Bar Ethics Opinion 24-1 (Jan. 19, 2024).1 Few legal decisions touch
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on the topic,2 with the most notable exception being the headline-grabbing
sanctions decision in Mata v. Avianca, Inc.,3 in which a lawyer was
sanctioned—and publicly shamed—for filing with a U.S. district court a
ChatGPT-drafted court filing that included fake case citations. The moral
most observers have drawn from these cases was that lawyers using AI
applications, programs, systems, software, and platforms (each an AI tool
and collectively AI tools) are professionally obligated to understand and use
them competently, as they are required to understand and use any other tool
competently.

The authors attempt here to provide a bit more guidance, tied to existing
law and rules, in anticipation of further guidance from ethics opinions, case
law, and other sources.

As the use of AI by lawyers and their clients becomes more widespread,
the authors realize that the reach and limits of any ethics guidance addressing
the use of AI tools will change. Lawyers will likely, however, be required to
exercise due care in being aware of the use or incorporation of AI into tools
or services that they and their clients use, as that use may or may not be
obvious. Thus, even knowing when to apply the kind of guidance this chapter
seeks to provide seems likely to become an aspect of diligent, prudent, and
ethical lawyering.

II. Sources of a Lawyer’s Professional Conduct Obligations

The professional obligations of attorneys arise from many sources.

The Applicable Standard of Care

Attorneys are generally required, under the law governing legal malpractice,
to comply with the applicable standard of care when they provide legal
services.4 The standard of care provides the test for whether an attorney was
negligent. While many formulations of the standard of care applicable to
attorneys exist, one version requires that an attorney exercise “that degree of
care, skill, diligence and knowledge commonly possessed and exercised by a
reasonable, careful and prudent lawyer in the practice of law in this
jurisdiction.”5

Significantly, it is well established that the standard of care changes and
evolves with changes in technology. In one famous 1932 decision often taught
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in law school, The T.J. Hooper, famed judge Learned Hand specifically
concluded that a tugboat owner’s failure to use the latest technology—radio
receivers to hear warnings of storms—could amount to a breach of the
standard of care, even though their use was by no means universal.6

Without the benefit of any decisions addressing this point specifically as
yet, there is little doubt that incorporating AI tools into legal practice without
the required competence, leading to injury to a client, could violate the
applicable standard of care, whether current or future versions of AI tools
are at issue.7

Fiduciary Duty and Statutory Law

Another source of an attorney’s professional obligations to clients is the
common law of fiduciary duty, as well as statutory remedies available in
various jurisdictions for some attorney misconduct, including laws
prohibiting unfair and deceptive trade practices. An attorney’s fiduciary duty
to a client is generally comprised of the duties of confidentiality and loyalty
but also may include duties that directly implicate competence.8 In some
jurisdictions, attorneys are also subject to liability based on specific
statutory provisions of various kinds.9 Little imagination is required to
conclude that an attorney’s use of AI tools could lead to liability for breach
of fiduciary duty. For example, mishandling confidential information in using
an AI tool could lead to unintended disclosure, or using an AI tool in a way
inconsistent with an attorney’s representations to a client could violate an
unfair or deceptive trade practice statute.

Contract

An attorney’s contractual obligations to clients are deeply embedded in
virtually every attorney-client relationship. These are most often measured
by the attorney’s engagement agreement.

Increasingly over the last decade, clients—especially larger corporate
clients and those in heavily regulated industries—have imposed much more
specific contractual obligations on attorneys, not only on such subjects as
billing practices but also on conflicts of interest and information technology
and security. Since 2022, these “outside counsel guidelines” have begun to
include provisions addressing the use of AI tools. Attorneys who agree to
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such outside counsel guidelines have contractual obligations concerning their
use of AI tools.

Court Rules

Since the November 2022 debut of ChatGPT, and especially since the highly
publicized sanctions order in Mata v. Avianca, Inc.,10 several courts have
enacted local rules and issued standing orders or other guidance to lawyers
appearing before them, requiring that the use of AI tools be disclosed.11

These efforts raise numerous questions about their meaning, reach, and
effectiveness, but it is too soon to tell whether many other courts will follow
suit.

Other Law

Other laws of more general applicability may apply to lawyers in their work
representing clients or in the operation of their practices. In this chapter, the
authors merely remind attorneys that they cannot remain unaware that new
and emerging regulation of AI and its use may well apply.

Ethics Rules

A lawyer’s work is directly regulated by rules of professional conduct. This
section addresses the specific ethics rules that are implicated by the use of
AI tools.

Every U.S. jurisdiction has adopted rules of professional conduct based
upon the American Bar Association Model Rules of Professional Conduct
(ABA Model Rules). The extent to which the jurisdictions have adopted the
precise language of the ABA Model Rules varies from rule to rule,12 but on
the issues discussed here, there is great uniformity in the substance of U.S.
jurisdictions’ rules. To date, no U.S. jurisdiction has adopted any ethics rule
that specifically addresses issues arising from the use of AI tools.

Competence (ABA Model Rule 1.1)

ABA Model Rule 1.1 requires an attorney to “provide competent
representation to a client,” further providing that “[c]ompetent representation
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requires the legal knowledge, skill, thoroughness and preparation reasonably
necessary for the representation.”

Comment [8] to ABA Model Rule 1.1 notes an attorney’s obligation to
acquire and maintain competence through continuous education: “To maintain
the requisite knowledge and skill, a lawyer should keep abreast of changes in
the law and its practice, including the benefits and risks associated with
relevant technology, engage in continuing study and education and comply
with all continuing legal education requirements to which the lawyer is
subject” (emphasis added). This comment was amended in 2012 to add the
emphasized language and highlight that this duty of competence requires
lawyers to educate themselves about the technology they use in their practice.
This added language has been adopted in at least 39 jurisdictions.13

There is no doubt that this requirement of competence includes more than
knowledge of the law and technical expertise in how to use the law to obtain
results for clients in court or in transactions. Competence as required by the
rule also requires competence in other tasks necessary to, or actually used in,
the practice of law and the representation of clients.

For example, as cybersecurity concerns have increased, the ABA
Standing Committee on Ethics and Professional Responsibility has
interpreted ABA Model Rule 1.1 (and other rules) to mean that an attorney’s
failure to competently protect client confidential information from attempts
by malicious actors to gain unauthorized access or a failure to protect against
inadvertent disclosure can, in certain circumstances, amount to a violation of
the ABA Model Rule.14

Florida Bar Ethics Opinion 24-1 puts it succinctly: “When using a third-
party generative AI program, lawyers must sufficiently understand the
technology to satisfy their ethical obligations.”15 The opinion goes on to note
that this “specifically includes knowledge of whether the program is ‘self-
learning,’” which “raises the possibility that a client’s information may be
stored within the program and revealed in response to future inquiries by
third parties,” thus implicating confidentiality obligations.16

Diligence (ABA Model Rule 1.3)

Consideration of the ethical use of emerging technologies demonstrates the
close relationship between an attorney’s ABA Model Rule 1.1 duty of
competence and an attorney’s ABA Model Rule 1.3 duty of diligence. To
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“act with reasonable diligence” in the representation of a client, not only
does an attorney need to have a reasonable understanding of how a
technology the attorney is using operates, but also the lawyer must engage in
the “continuous application of legal reasoning and analysis regarding all the
potential options and impacts presented . . . .”17 To act with the required
diligence in using an AI tool, an attorney must reasonably understand its
capabilities and limits, as well as the risks and benefits of using it. And
while the line between a lawyer’s obligation of competence under ABA
Model Rule 1.1 and a lawyer’s obligation of diligence under Rule 1.3 may
be less than clear, it is clear that a lawyer has these duties, perhaps even
under both rules.

Prior to using an AI tool, an attorney should reasonably understand what
AI is; how AI operates; what the limitations of AI are; and the risks of using
the AI tool, including the risk that the AI tool in question may produce a
result or information that is false, inaccurate, biased, incomplete, or
inappropriate.18 An attorney’s duties with respect to the output of an AI tool
are no different than an attorney’s duties with respect to any other work
product not produced directly by the lawyer, whether produced by an
associate or paralegal, a book of forms, or a computer-assisted research
service. An attorney must carefully and closely review and evaluate the
output of any AI tool to confirm the accuracy and applicability of all
information and guidance. Furthermore, an attorney should understand the
particular risks and benefits of each AI tool for each use to which the lawyer
puts it.

The ways in which a lawyer may learn, understand, and evaluate these
risks and benefits may include

reading the terms of use, privacy policy, and related documents for
each application, including terms on confidentiality;
investigating and understanding the scope and content of the data that
was used to train the AI tool;
understanding the AI tool’s data pathways, including (a) whether the
AI tool retains the user’s queries, input, or user tracking information
and use statistics and whether it shares that information with other
users; (b) how and where the AI tool stores such information or data;
(c) how long the AI tool stores such information or data; (d) how
such data can be used or accessed by the AI tool for training or other
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analytical purposes; and (e) how such data may be accessed by the
software company that owns the AI tool, third parties, partners,
delegates, or contractors;
knowing the parties responsible for the AI tool and their experience,
competence, and reputation; and
conducting a due diligence review of each AI tool, including
researching reviews and critiques of its strengths and weaknesses,
industry standards, and alternatives.

As with every other tool ever used by lawyers, there may well be no
substitute for a lawyer’s experience using a particular AI tool in real-world
situations.

Florida Bar Ethics Opinion 24-1 provides a similar overview of a
lawyer’s due diligence obligations for AI tools and usefully situates this
obligation within two decades of ethics opinions providing guidance on the
use of new technologies such as cloud storage and computing, remote
paralegal services, electronic storage disposal, and metadata.19

Client Communications (ABA Model Rule 1.4)

With the burgeoning development of AI tools, the field of AI is in flux, as
software developers race to incorporate new features and capabilities into
their platforms and applications. The range of AI tools available to attorneys
and the integration of AI tools into platforms that attorneys or law firms
utilize daily, such as Google or Microsoft Word, will likely make the use of
AI tools common in the legal workplace.

ABA Model Rule 1.4 emphasizes the importance of communication
between attorneys and their clients. An attorney must “reasonably consult
with the client about the means to be used to accomplish the client’s
objectives.” Comment [5] advises that a client should have “sufficient
information to participate intelligently in decisions concerning the objectives
of the representation and the means by which they are to be pursued.”
Additionally, an attorney must “promptly inform the client of any decision or
circumstance” that requires the client’s informed consent. ABA Model Rule
1.0(e) defines informed consent as “the agreement by a person to a proposed
course of conduct after the lawyer has communicated adequate information
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and explanation about the material risks of and reasonably available
alternatives to the proposed course of conduct.”

Attorneys who use AI tools should consider disclosing their use to
clients.20 An attorney should be able to clearly communicate the
“availability, effectiveness, risk, and overall impact on costs of relevant AI
systems” to the client.21 Generally, the accepted interpretation of ABA
Model Rule 1.4 requires that a lawyer disclose to a client material
developments in the client’s representation. This would suggest that some
uses of AI would qualify as such a material development. Perhaps using an
AI tool to create a list of possible medical specialists to serve as expert
witnesses in a case might not need to be disclosed, while using another AI
tool to develop a range of predicted verdicts in the same case might well
require some disclosure if the lawyer or client intended to rely on those
predictions.

Depending on the circumstances, attorneys may need to disclose to
clients how digital confidential client information is stored or accessed by
third-party vendors or service providers, including providers of AI tools.22

Attorneys who have incorporated AI tools into their practices might consider
including a statement in their client engagement letters or client intake
materials that discloses the scope of the lawyer’s use of AI tools in the
representation, and they might also consider obtaining the client’s informed
consent. Depending on the nature of the AI tools and how an attorney uses
them, the attorney may want to have a conversation with the client about a
specific application or use and obtain client consent.

While never mentioning Florida’s version of ABA Model Rule 1.4,
Florida Bar Ethics Opinion 24-1 glancingly addresses one aspect of these
issues, noting that “[i]f the use of a generative AI program does not involve
the disclosure of confidential information to a third-party, a lawyer is not
required to obtain a client’s informed consent pursuant to” Florida’s version
of Rule 1.6 on confidentiality.23

Fees (ABA Model Rule 1.5)

ABA Model Rule 1.5 regulates many aspects of attorney fees and expenses,
beginning with the prohibition in Rule 1.5(a) on charging “an unreasonable
fee or an unreasonable amount for expenses.” Building on that prohibition,
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most jurisdictions prohibit charging for expenses that are ordinarily
accounted as overhead by the lawyer.24

Reviewing Florida and other law, Florida Bar Ethics Opinion 24-1
asserts that the ethics rules “require a lawyer to inform a client, preferably in
writing, of the lawyer’s intent to charge a client the actual cost of using
generative AI” and that any charges for AI tools must be “reasonable and . . .
not duplicative.”25 Further, “the lawyer should be careful not to charge for
the time spent developing minimal competence in the use of generative AI.”26

Confidentiality (ABA Model Rule 1.6)

ABA Model Rule 1.6 provides that attorneys may not disclose any
“information relating to the representation of a client,” unless the disclosure
is impliedly authorized or the client consents to disclosure. Attorneys must
use reasonable efforts to “prevent the inadvertent or unauthorized disclosure
of, or unauthorized access to, information relating to the representation of a
client.”27 A client’s confidential information may come from any source and
may include information that is otherwise publicly available.28 ABA Model
Rule 1.9(c) establishes an attorney’s duty to maintain the confidentiality of a
former client’s confidential information.

ABA Model Rule 1.6 requires attorneys to understand the operation and
security of AI tools in order to avoid the unintended disclosure of
confidential client information. For example, attorneys must understand that
AI tools may gather information from users who interact with the application
and developers may then use that information for other purposes, such as
training the AI tool, targeted advertising, or responding to other users’
requests. A prudent attorney should assume that any publicly available AI
tools will retain and utilize user prompts, among other user inputs, along with
a catalog of information about the user’s interactions with the AI tool to
benefit the provider. Accordingly, an attorney generally should not share
confidential client information with any publicly available AI tools and must
be careful to structure interactions with those AI tools to ensure client
anonymity and continued confidentiality of client confidential information.

Of course, setting aside inadvertent disclosures, lawyers can and do
sometimes consciously and intentionally disclose client confidential
information in representing a client. They can do so under ABA Model Rule
1.6 with a client’s informed consent or if the disclosure is impliedly



authorized. Florida Bar Ethics Opinion 24-1 suggests that, if using an AI tool
does involve the disclosure of confidential information to a third party, a
lawyer may well be required to obtain client consent.29

But not all use of AI tools will require disclosure of confidential
information to a third party. Some attorneys and law firms may use custom-
made or private proprietary AI tools separate from publicly available AI
tools. Such private AI tools may alleviate some client confidentiality
concerns that arise for public AI tools. Private AI tools may incorporate
training on attorney or law firm database materials (perhaps including client
confidential information of current or former clients) to provide valuable
contextual insights that are unique to the users of the platform within the law
firm.

The ABA Model Rules impose different restrictions on an attorney’s use
and disclosure of confidential client information—for example, “use” of
client confidential information that is not to the disadvantage of the client is
treated very differently under the ABA Model Rules than disclosure. The
ABA Model Rules permit an attorney’s use (without disclosure) of a current
or former client’s confidential information to the extent that the use is not to
the disadvantage of the client.30 In addition, even apart from confidential
client information, an attorney may use legal knowledge and strategies
learned in the representation of current or prior clients in similar matters in
the representation of other or later clients, provided that such use occurs
without disclosure or disadvantage to the current or former client. As to a
former client, ABA Model Rule 1.9(c)(1) also permits the use of confidential
client information to the extent that the information has become “generally
known.”31

Because of these restrictions, law firms and attorneys who utilize any
confidential client information to train a private AI tool should consider the
extent to which confidential information of current and former clients is
accessible to the platform for training purposes, in light of the intended
purpose and use of the AI tool. For example, if the output of the tool will
never be shared with anyone outside the law firm, training on a wider set of
client data might be possible, because the firm could simply prohibit any
disclosure of the information outside the firm. In contrast, if the law firm
intended to provide output to clients or others as part of its work product, it
might be necessary because of confidentiality restrictions on client
information (including, for example, ABA Model Rule 1.6, work product
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protection, the attorney-client privilege, and protective orders) for the firm to
evaluate all output before disclosure of that output in order to ensure
compliance with confidentiality obligations. Additionally, attorneys and law
firms whose clients impose specific use restrictions on their information
must consider whether use of information concerning those clients’
representations—whether for training an AI or other analytical purposes—
may violate those restrictions.32

Duties to Prospective Clients (ABA Model Rule 1.18)

For more than 20 years, the ABA Model Rules have contained Rule 1.18,
which addresses a lawyer’s obligations to prospective clients—those people
with whom a lawyer interacts but who do not ultimately become clients.
While no model rule addresses whether and how an attorney-client
relationship is established,33 Model Rule 1.18 addresses a number of related
issues.

Many lawyers today use chatbots for marketing or client intake purposes,
including on their websites, and some of these chatbots are or can be driven
by AI. Florida Bar Ethics Opinion 24-1, in recognition of these tools, raises
several concerns.34 The opinion warns that lawyers must take care in using
AI-driven tools like chatbots for these functions in order to avoid the
creation of an attorney-client relationship without the lawyer’s knowledge.
After all, under the law in Florida and elsewhere, an attorney-client
relationship can sometimes be established based on the subjective
reasonable belief of the client based on interactions with the lawyer—or,
here, the lawyer’s chatbot. The opinion also warns that “a lawyer should be
wary of utilizing an overly welcoming generative AI chatbot that may
provide legal advice, fail to immediately identify itself as a chatbot, or fail to
include clear and reasonably understandable disclaimers limiting the
lawyer’s obligations.”35 This directive suggests that training a marketing or
client-intake chatbot will likely become just as essential as training for
human nonlawyer assistants.

Attorney as Advisor (ABA Model Rule 2.1)

As the sophistication and quality of AI tool work product improve, some
attorneys may desire to forgo the time and effort of research, analysis, or



drafting in favor of using an AI tool’s fast findings. ABA Model Rule 2.1
provides that an attorney must “exercise independent professional judgment
and render candid advice.” When advising a client, the attorney may rely on
law and “other considerations such as moral, economic, social and political
factors, that may be relevant to the client’s situation.” When a user enters a
prompt into an AI tool requesting a letter, a summary of some written
material, or other work product, the user’s inclination may be to defer to a
reasonably well-written response the application produces; it is, after all,
right there and ready to go. Similarly, when a litigator reviews an analysis of
venue options prepared by an AI tool, the temptation is to trust the program’s
data and conclusions; the AI tool may have considered more data than the
litigator ever could. However, ABA Model Rule 2.1 reminds attorneys of
their obligation not to take AI work product at face value. Even if an AI tool
can instantaneously analyze the entirety of humanity’s collective knowledge
to prodigiously offer prescient predictions on a proven basis, an attorney
simply cannot substitute the determinations of the AI tool for the attorney’s
independent, professional judgment, unless the lawyer has exercised their
judgment to conclude that their reliance on the AI tool is well founded.

At times, ABA Model Rule 2.1 is cited as evidence that lawyers are not
merely agents of their clients, as agency law does not require an agent to
exercise independent, professional judgment.36 ABA Model Rule 2.1
requires independence “in order to increase the prospects that the attorney’s
advice will be accurate. Uninformed advice is unlikely to be accurate.”37

Similarly, assuming that the output of an AI tool will be accurate,
appropriate, or helpful to the client without careful review decreases the
likelihood that the lawyer’s counsel or work product will be accurate,
appropriate, or helpful to the client. Even when the AI tool’s analysis or text
is accurate and appropriate—such as a venue analysis that identifies the
judge who has issued opinions in similar disputes most favorable to the
client—there might be other considerations that favor different
recommendations that the attorney should discuss with the client. Those
considerations could include sources of information unavailable to an AI
tool, such as the personal experience of the lawyer or their partners or, as the
rule suggests, moral, economic, social, and political factors.

Even when a lawyer has ample experience with an AI tool and has noted
that they have always agreed with the AI tool’s conclusions, counsel is still
required under ABA Model Rule 2.1 to exercise their professional judgment
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and must review the AI tool’s conclusions prior to relying on them when
presenting advice to the client. Such conclusions can inform client
recommendations, but a lawyer’s advice should be informed by all relevant
factors.38

The Wisconsin Supreme Court reached a similar conclusion when it
considered the extent to which state circuit courts could rely on risk
assessment reports prepared by COMPAS, an AI tool that creates reports
evaluating the likelihood a defendant will be a repeat offender. The court
accepted the use of such reports, provided they are not determinative in
incarcerating a defendant or in the severity of a sentence but are one of many
factors circuit courts rely on in sentencing: “[C]onsideration of a [report
prepared by an AI tool] at sentencing along with other supporting factors is
helpful in providing the sentencing court with as much information as
possible in order to arrive at an individualized sentence.”39

Candor toward the Tribunal (ABA Model Rule 3.3)

Lawyers cannot misstate facts or law to a tribunal, and special attention
should be given to research and documents prepared by generative AI tools
that may be submitted to courts. ABA Model Rule 3.3 prohibits a lawyer
from making “a false statement of fact or law to a tribunal or fail[ing] to
correct a false statement of material fact or law previously made to the
tribunal by the lawyer.” The Mata v. Avianca case stands in part for the
principle that an attorney may be held responsible for erroneous law cited or
created by an AI program the lawyer presents to a court.40 The judge in Mata
specifically cited ABA Model Rule 3.3, noting a “lawyer may make a false
statement of law where he ‘liberally us[ed] ellipses’ in order to ‘change’ or
‘misrepresent’ a court’s holding.”41 Under ABA Model Rule 3.3, lawyers
are obligated to review all AI-generated research and documents before
submitting them to the court, just as they are required to do so with research
and documents prepared by any other human or tool.42

Supervision (ABA Model Rules 5.1 and 5.3)

Attorneys have clear obligations under the ABA Model Rules to supervise
lawyers and other staff with whom they work.43 ABA Model Rule 5.1
provides that any “lawyer having direct supervisory authority over another



lawyer shall make reasonable efforts to ensure that the other lawyer
conforms to the Rules of Professional Conduct.” Similarly, ABA Model Rule
5.3 requires that a lawyer who is supervising other staff “make reasonable
efforts to ensure that the person’s conduct is compatible with the professional
obligations of the lawyer.”

Of course, an AI tool is not a lawyer or a staff member, but when a
lawyer or staff member is relying on AI to perform tasks that are similar to
those performed by attorneys or staff members (e.g., preparing first drafts,
analyzing documents), the supervising lawyer must oversee their use of AI.
ABA Model Rule 5.1 does not provide for vicarious disciplinary liability of
a supervising lawyer, unless the supervising lawyer directs or ratifies the
disciplinary violation. But a supervisory lawyer may be disciplined under
ABA Model Rule 5.1(b) if they have not “[made] reasonable efforts to
ensure that the other lawyer conforms to the Rules of Professional
Conduct”—for example, if the lawyer charged is responsible for training the
other lawyer and has not provided adequate training.44 Thus a supervising
lawyer has an obligation under the rule for the supervision of lawyers
working for the supervisor who are using AI tools, probably including
ensuring that the supervised lawyer is appropriately trained and aware of
their obligations of competence and diligence discussed earlier. Similarly, a
lawyer who incorporates AI into their practice must properly review and
oversee how other staff members use it.

Arguably, one of the lessons from Mata is that lawyers will be held
responsible for mistakes an AI tool makes in work they adopt as their own.
Although in Mata that was because the lawyer signed a submission to the
court confirming the document accurately reflected the law when it did not, a
supervising lawyer might well similarly be found to have violated ABA
Model Rule 5.1 if they rely on research a junior associate generated using an
AI tool if that research turns out to be a hallucination that negatively impacts
the client and if the supervising lawyer is found to have failed to make
“reasonable efforts to ensure that the other lawyer conforms to the Rules of
Professional Conduct.”

Florida Bar Ethics Opinion 24-1 treats in some depth the application of
Florida’s version of Rule 5.3 to a lawyer’s use of AI tools. The opinion
notes both the lawyer’s obligation to oversee an AI tool and the potential
consequences for failure to do so:
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[A] lawyer must review the work product of a generative AI in
situations similar to those requiring review of the work of nonlawyer
assistants such as paralegals. Lawyers are ultimately responsible for
the work product that they create regardless of whether that work
product was originally drafted or researched by a nonlawyer or
generative AI.

Functionally, this means a lawyer must verify the accuracy and
sufficiency of all research performed by generative AI. The failure to
do so can lead to violations of the lawyer’s duties of competence
(Rule 4-1.1), avoidance of frivolous claims and contentions (Rule 4-
3.1), candor to the tribunal (Rule 4-3.3), and truthfulness to others
(Rule 4-4.1), in addition to sanctions that may be imposed by a
tribunal against the lawyer and the lawyer’s client.45

Note especially the nuance the opinion draws between the requirement that
the lawyer “review the work product of a generative AI in situations similar
to those requiring review of the work of nonlawyer assistants such as
paralegals” (emphasis added), but not necessarily in all situations, and the
requirement that “a lawyer must verify the accuracy and sufficiency of all
research performed by generative AI.” 46 Only time and experience will tell
how long this nuance survives in an age of increasing AI use.

Unauthorized Practice of Law (ABA Model Rule 5.5)

ABA Model Rule 5.5 bars lawyers from engaging in the unauthorized
practice of law (UPL) or assisting another person in engaging in UPL. While
lawyer use of AI tools in the course of providing legal services should never
amount to UPL—after all, the lawyer is authorized to practice law—it is
conceivable that a lawyer might somehow assist someone who is not
licensed to practice in using or providing legal services through an AI tool
without any lawyer oversight or supervision.47

Advertising (ABA Model Rules 7.1 and 7.2)

While the provisions of the ABA Model Rules governing lawyer advertising
were revised and streamlined in 2018, U.S. jurisdictions continue to have
quite divergent advertising rules in place. Nevertheless, every U.S.
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jurisdiction retains in some form the prohibition of ABA Model Rule 7.1
barring any “false or misleading communication about the lawyer or the
lawyer’s services.”

Florida Bar Ethics Opinion 24-1, relying on a similar prohibition and a
more specific prohibition on lawyers creating in marketing efforts “the
erroneous impression that the person speaking or shown is the advertising
lawyer” or their employee, warns lawyers against the misleading use of AI
tools, such as AI-driven chatbots.48 The opinion provides that disclosure of
the use of a chatbot (as opposed to a human being) is required.49 Further, the
opinion warns against any misleading claims being made by AI tools or
claims that the lawyer’s “generative AI is superior to those used by other
lawyers or law firms unless the lawyer’s claims are objectively
verifiable.”50

III. Best Practices and Conclusions

As of this writing, few decisions or ethics opinions directly address the
ethical obligations applicable to an attorney’s use of AI tools in client
representation. Nonetheless, despite a dearth of materials directly on point,
we can discern the broad strokes of practical guidelines to inform how
attorneys may ethically use emerging AI tools in practice:

An attorney must understand the basics of any AI tool they use. That
does not mean that an attorney must read the software’s code or
understand the algorithmic science of how an AI tool produces
results, but they must understand the AI tool’s intended purpose, the
ways in which the attorney may effectively use the AI tool, and the
quality and accuracy of the work or results it can and should produce.
An attorney should also know enough about the AI tool’s
development, operation, and use, as well as the experience of other
users, to reasonably evaluate the reliability and safety of the AI tool
for its intended purposes.
Generally, an attorney should not input confidential client information
into a publicly available AI tool. If an attorney must supply
confidential client information to an AI tool in order to use the AI
tool for its intended purposes, they must understand how the AI tool



•

•

•

handles such confidential information, including what information or
data the AI tool retains or shares with others; where such information
is stored and for how long; how such information is used; who has
access to the information; and whether the information will remain
protected or may later be disclosed by the application in any way. To
the extent that confidential client information must be supplied to an
AI tool, a lawyer should consider whether informed consent from the
client is necessary and must make reasonable efforts to protect the
confidentiality of such information.
A reasonable attorney will prudently and appropriately review all of
an AI tool’s work product for accuracy and applicability prior to the
use of such work product, including presentation or submission of
such work product or its derivatives to the client, court, or any
outside party. Likewise, an attorney should consider whether any
facts or legal analysis generated by an AI tool should be
independently verified.
At present, perhaps the greatest uncertainty in a lawyer’s ethical
obligations concerning the use of AI tools is the extent to which a
lawyer should or must obtain client consent or perhaps simply inform
a client (such as in an engagement letter) when the lawyer is using an
AI tool.51 Virtually no guidance outside the rules exists.52 That said,
there are surely some circumstances where the use of some current AI
tools no more requires client consent than a lawyer’s decision to use
a law book or Westlaw or Lexis to find a case. At the same time, the
use of an AI tool to evaluate the substantive terms of hundreds of
vendor contracts critical to the valuation of a company to be acquired
by a client might well be a proper subject for discussion with a
client. As with any other question of informed consent under the
ethics rules, many factors may determine whether informed consent is
needed and the nature of that informed consent, including, for
example, the experience, sophistication, and goals of the client.
An attorney should provide confidential client information to an AI
tool maintained by a third party with great caution and only after
ensuring the information will be maintained as confidential, will be
protected by appropriate privacy and security measures, and will not



•

•

be accessible to train the third party’s AI tool for use beyond the
attorney or the attorney’s firm.
An attorney should incorporate AI into their advertising and potential
client communications with great caution. Marketing should not
suggest that an attorney’s AI tools are superior to those of other
attorneys unless there is evidence to support that claim. Any chatbot
or similar AI tools used to communicate with potential clients should
likely note that they are automated tools and should be monitored
carefully to ensure they do not give the impression that a potential
client’s interactions with the tool have created an attorney-client
relationship.
Any fees an attorney charges to clients for AI tools must be
reasonable and nonduplicative. The attorney should ensure that
clients understand how, and the extent to which, the fees include the
attorney’s use of AI.

AI tools are transformative technologies that herald the onset of a
transitional period in the practice of law. AI tools promise an increase in
productivity, capacity, and capability, and the adoption of AI tools may
become ubiquitous in law and business operations. As AI tools proliferate
throughout the practice of law, specific ethical guidelines will quickly
emerge to refine the framework of the broad principles and practices set
forth earlier. Attorneys will need to continue to stay abreast of these
developments.
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